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Hierarchical Sample-Based Joint Probabilistic Data
Association Filter for Following Human Legs Using

a Mobile Robot in a Cluttered Environment
Yoonchang Sung and Woojin Chung

Abstract—Human-following in a cluttered environment is one of
the challenging issues for mobile service robot applications. Since
a laser range finder (LRF) is commonly installed for autonomous
navigation, it is advantageous to adopt an LRF for detection and
tracking humans. In this paper, we aim at the reliable human track-
ing performances in a dynamic cluttered environment. The key idea
is to develop a hierarchical sample-based joint probabilistic data
association filter (HSJPDAF) by focusing on the leg positions as
well as human positions. The proposed HSJPDAF consists of two
levels in order to consider the interdependence between targets.
Possible locations of multiple human targets can be simultaneously
estimated on the basis of Bayesian filtering. Comparison with the
general technique was carried out to verify the performance of
HSJPDAF in both artificial indoor and real-world environments.
Owing to the hierarchical framework, the proposed method shows
the improved robustness by reducing the target loss rate signifi-
cantly in a dynamic cluttered environment.

Index Terms—Data association, human-following, mobile robot,
service robot, target tracking.

I. INTRODUCTION

I F robots could reliably and safely follow humans, they could
support a range of services such as serving as a porter. Track-

ing consists of estimation and data association [1]. Estimation is
the process of estimating unknown parameters through the use
of uncertain observations, whereas data association corresponds
to an assignment of tracks and measurements. A track indicates
the state trajectories of the targets estimated from a set of mea-
surements. The main purpose of target-tracking is to determine
which measurement is assigned to which target when multiple
targets are being tracked using multiple observed measurements.

There are two representative tracking methods: multiple hy-
pothesis tracking (MHT), proposed by Reid [2], and a joint
probabilistic data association filter (JPDAF), proposed by Bar-
Shalom et al. [3]. MHT generates an alternative data associ-
ation hypothesis, which is a group of compatible tracks, and
provides an optimal solution to the problem of data association
[4]. However, MHT has a disadvantage in that its optimality is
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inevitably reduced through pruning and merging stages owing
to its difficult realization and large computational cost. JPDAF
computes an assignment probability for each suitable measure-
ment that corresponds to the tracks at the current time step [5].
Many have employed JPDAF because of its simple real-time
implementation [6]–[9]. In addition, to estimate nonlinear and
non-Gaussian model parameters of human walking motion, the
selection of sampling approach can achieve robust performance,
as implemented in [10] and [11]. However, in MHT, the filters
are copied, which disturbs the effective application of a sample-
based approach [6]. Thus, our proposed method is based on
JPDAF.

Various sensors fixed in a specific area or mounted onto a
mobile robot can support target tracking. In [12] and [13], both
methods employ a vision sensor to obtain measurement infor-
mation of a human. Although they successfully developed a
vision-based people tracking system, a vision sensor is sensitive
to changes in illumination. Another frequently used sensor for
tracking is a laser range finder (LRF). In [14], a stable feature
extraction method using an LRF is proposed. In [15], two lay-
ers of multiple LRFs are attached to a mobile robot to detect
the human chest and legs simultaneously. While only 2-D in-
formation can be obtained through the use of an LRF, accurate
distance information can be received within a short time period
and autonomous navigation can also be conducted. As in [14]
and [15], our research therefore employs an LRF. We assumed
that an LRF is an appropriate sensor for gathering leg data for
human detection.

The objective of a human-following function is to detect the
target person of interest and to keep track of the chosen target
without confusing the target with other people. The work in [10]
defines the concept of following and introduces overall tracking
strategies. Similar to [16] and [17], previous research uses an
LRF to extract the legs for human recognition. Obstacles for a
mobile robot are normally located close to the floor. The leg is
the only location where there is no interference with other parts
of the human body within a 2-D coordinate frame. For these
reasons, it is advantageous to fix an LRF at the height of legs.
In [6], [18], and [19], a human target is assigned based on the
measurements of the two legs with the shortest distance. This
target can cause a failure of human-following because the legs
of the target may incorrectly match those of another person.
Because a motion model for this target has to consider two
different legs simultaneously, it cannot be implemented when
only one leg is detected such as when one leg is occluded by the
other.
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In this paper, we address human tracking in a dynamic clut-
tered environment. A novel tracking method that considers the
interdependence between the targets is proposed. Instead of as-
suming that the targets are exclusively independent of each other
[1], our idea is that tracking a grouped target consists of a pair
of leg targets. Herein, the target and grouped target refer to
human leg and human. Tracking a grouped target while track-
ing related leg targets simultaneously prevents a possible loss
of a grouped target using supplementary leg targets. Although
Vadakkepat et al. [20] presented an effective leg detection
method using an LRF and showed the performance when cov-
ering a companion walking and a short period of occlusion, the
limits of performance degradation when working in a closely
spaced environment cannot be avoided.

To address track confusion or failure during human-following
within a densely populated environment, we propose a hierar-
chical sample-based joint probabilistic data association filter
(HSJPDAF) derived from a sample-based JPDAF (SJPDAF)
[6]. At a low level, the estimation proceeds using leg informa-
tion acquired from a sensor model. At a high level, grouping
the targets through a data association that regards the interde-
pendence of the targets at a low level is achieved. The key idea
of HSJPDAF is to focus on the leg positions as well as human
positions. This idea implies that the estimation and data associ-
ation are separated into a hierarchical structure. The following
advantages can be obtained. First, the targets can be grouped
into new targets using a probabilistic approach. The tracking re-
liability can be increased owing to the use of previous grouping
information. Second, tracking a grouped target that consists of
at most two targets is more robust than tracking a single target
in a highly populated environment. Third, since human motion
of two legs is complicated, the proposed hierarchical structure
yields a simple motion model that considers the motion of only
one leg.

The rest of this paper is organized as follows. Section II
introduces previous research on SJPDAF. Next, our proposed
HSJPDAF is described in Section III. Section IV details the
decision problem and state prediction, which are required for
tracking. Section V presents the experimental results. Finally,
Section VI provides conclusions.

II. JOINT PROBABILISTIC DATA ASSOCIATION

FILTER-RELATED ISSUES

A. Joint Probabilistic Data Association Filter

JPDAF can be used to solve the data association problem and
is an appropriate technique for tracking multiple targets. Consid-
ering the tracking of NT targets, X(k) = {x1(k), ...,xNT

(k)}
denotes the state of targets at time k. Each xi(k) corresponds
to a probability variable regarding the state space of target
i. Z(k) =

{
z1(k), ..., zm (k)(k)

}
denotes observed measure-

ments at time k. Each zj (k) represents measurement j. z0(k)
is used for a case in which no measurements are observed.
Zk = {Z(1), ...,Z(k)} indicates a set of all observed sequen-
tial measurements up to and including time k. To detect human
legs as measurements using laser sensor data, we adopted the

extraction method [20], where we obtained leg data by means
of a support vector data description.

To express the assignment of NT targets and m(k) measure-
ments at time k, a joint association event, θ(k), is introduced.
This event is a set of pairs, (j, i) ∈ {0, ...,m(k)} × {1, ..., NT }.
Here, Θj i(k) represents all possible joint association events of
assigning target i and measurement j. The key point of JPDAF
is to obtain the following assignment probabilities to determine
the data association:

βji =
∑

θ(k)∈Θ j i (k)

P{θ(k)|Zk}. (1)

P{θ(k)|Zk} corresponds to the probability of a joint associa-
tion event at time k given all measurements up to and including
time k. According to [6], βji can be defined through the equation

βji =
∑

θ(k)∈Θ j i (k)

[ηγ(m (k)−|θ(k)|)
∏

(j,i)∈θ(k)

∫
p(zj (k)|xi(k))

× p(xi(k)|Zk−1)dxi(k)] (2)

where γ denotes the probability of Z(k) being a false alarm
given θ(k). p(zj (k)|xi(k)) and p(xi(k)|Zk−1) are related to
the gating and prediction, respectively. Note that η denotes a
normalization constant and the different constants used in the
remainder of the paper will be subsumed into η.

An association matrix that consists of a series of rows for
measurement j and columns for target i can be produced with
respect to βji . The k-best assignment of this matrix can be com-
puted within a polynomial time using the Murty algorithm [21],
[23]. Once the best solution is gained, the next-best solution can
be found by removing other possible best solutions iteratively.

B. Sample-Based Joint Probabilistic Data Association Filter

SJPDAF [6] eschews a conventional Kalman filter during
the estimation process and employs a particle filter. SJPDAF
is superior to JPDAF in that multimodal state densities can
be described through samples. In addition, the advantage of a
particle filter for the nonlinear or non-Gaussian characteristic of
the target can be obtained.

The posterior probability of a particle filter is represented
through a set of random states of samples, {xl

i(k), wl
i(k)}N

l=1 .
Here, {xl

i(k), l = 1, ..., N} denotes a set of N samples that cor-
responds to the weights of target i at time k. Prior to considering
the weights in the correction step, the assignment probabilities
for the sample-based form must be computed in advance to find
out which measurement is caused by which target. The measure-
ments Z(k) can be selectively and proportionally contributed to
the weights of the target based on a gating condition and the
result of the assignment probabilities. The assignment probabil-
ities of the SJPDAF version proposed by [6] using (2) are in the
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Fig. 1. Example of a highly populated and cluttered environment.

following equation:

βji =
∑

θ(k)∈Θ j i (k)

[ηγ(m (k)−|θ(k)|)
∏

(j,i)∈θ(k)

1
N

×
N∑

l=1

p(zj (k)|xl
i(k))]. (3)

The weights of the samples using (3) are

wl
i(k) = η

m (k)∑

j=0

[βjip(zj (k)|xl
i(k))]. (4)

Finally, a new set of N samples for target i at the current
time step,

{
xl

i(k), wl
i(k)

}N

l=1 , can be obtained through (3) and
(4). Acquired set of samples with additional resampling step
corresponds to sample importance resampling filter as in [24]–
[26] by estimating the posterior density of the state variables.

III. HIERARCHICAL SAMPLE-BASED JOINT PROBABILISTIC

DATA ASSOCIATION FILTER

A. Hierarchical Structure

Let us consider a case in which the observed measurements
are not exclusively independent of each other. Targets that cor-
respond to the legs of one person are dependent when the human
legs are observed from an LRF, and the targets have an inter-
relationship. Particularly in a highly populated and cluttered
environment, people have to be sorted precisely among the ob-
served measurements, as shown in Fig. 1. The reason is that
both legs of a person might not be observed, or that one leg may
be confused with the leg of someone else. For robust tracking,
we propose the use of HSJPDAF, which can estimate the state
of the target with respect to their legs, and can determine the
human positions simultaneously.

As shown in Fig. 2, HSJPDAF consists of two levels. At a
low level, the states of the target legs are estimated using the
observed measurements. At a high level, a data association is
carried out to determine the states of grouped targets using an
association matrix of information obtained from the targets and
the observed measurements. When a human target (a grouped
target) is available through the data association step, a robot is
activated to move toward that human.

Fig. 2. Diagram for HSJPDAF scheme process.

Consider hNT grouped targets and hm(k) grouped mea-
surements when NT targets and m(k) measurements exist,
as described in Section II. Note that superscript h is used
for a high-level representation, and should not be confused
with a low-level notation. The grouped targets and grouped
measurements correspond to the targets and observed mea-
surements obtained at a low level, respectively. A high-level
joint association event ϕ(k) is used for the assignment between
grouped targets and grouped measurements, and is a set of pairs
(q, p) ∈ {0, ...,h m(k)} × {1, ...,h NT }, where p and q corre-
spond to the index for the set of grouped targets and grouped
measurements, respectively. In addition, Φqp(k) stands for all
possible joint association events of assigning grouped target p
and grouped measurement q. HSJPDAF-based tracking requires
the following two constraints.

1) One measurement at most can be made from a single
track. As mentioned in Section II, a measurement obtained
from a sensor model corresponds to a human leg, and a
track implies the trajectory of leg targets induced from a
measurement at each time step. This constraint is relevant
to the conventional assumption described in [1].

2) Two targets and two measurements at most can be con-
tained in a grouped target and grouped measurement, re-
spectively, because human position is determined based on
the estimation results of the legs. Note that each grouped
target cannot share a target with the others because two
people cannot both have the same leg.

B. Assignment Probabilities of Hierarchical Sample-Based
Joint Probabilistic Data Association Filter

The next step is to obtain assignment probabilities that are
contained in a high-level association matrix. With these values,
human position can be determined by solving the data associa-
tion problem. The assignment probabilities of a high level are
defined as follows:

αqp =
∑

ϕ(k)∈Φq p (k)

P{ϕ(k)|Zk}. (5)

P{ϕ(k)|Zk} of an individual joint association event can be
computed using both the law of total probability theorem and
Bayes’ theorem as follows:

P{ϕ(k)|Zk} =
∑

θ(k)∈Θ j i (k)

[P{ϕ(k)|Zk , θ(k)}

×P{θ(k)|Zk}]. (6)
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Equation (6) can be obtained using the law of total probabil-
ity. The second term of (6), P{θ(k)|Zk}, denotes a low-level
individual association event and was appeared in (1). The first
term of (6) is derived in the following equations:

P{ϕ(k)|Zk , θ(k)} = P{ϕ(k)|z(k),Zk−1 , θ(k)} (7)

=
p(z(k)|ϕ(k),Zk−1 , θ(k))P{ϕ(k)|Zk−1 , θ(k)}

p(z(k)|Zk−1 , θ(k))
(8)

=
p(z(k)|ϕ(k), θ(k))P{ϕ(k)|Zk−1 , θ(k)}

p(z(k)|Zk−1 , θ(k))
(9)

=
p(z(k)|ϕ(k), θ(k))P{ϕ(k)|θ(k)}

p(z(k)|Zk−1 , θ(k))
(10)

= ηp(z(k)|ϕ(k), θ(k)). (11)

P{ϕ(k)|Zk , θ(k)} can be elongated as in (7) so that (8) can
be obtained using the Bayes’ theorem. Both (9) and (10) are re-
sults of the Markovian assumption, supposing that both terms of
the numerator of (8) are independent of previous measurements,
Zk−1 . The second term of the numerator of (10), P{ϕ(k)|θ(k)},
represents the probability of a high-level joint association event
ϕ(k) given a low-level joint association event θ(k) at time k.
P{ϕ(k)|θ(k)} can be considered as a constant by assuming that
the correspondence between a low-level and high-level event oc-
curs with equal probability. All the constants of P{ϕ(k)|θ(k)}
and p(z(k)|Zk−1 , θ(k)) of (10) are contained in η and (11) can
be consequently derived. p(z(k)|ϕ(k), θ(k)) of (11) indicates
the likelihood function of ϕ(k) and θ(k) given z(k). Therefore,
p(z(k)|ϕ(k), θ(k)) is used to determine how the correspon-
dence between low level and high level affects the assignment
probabilities of the latter given the observed measurements.

By substituting (6) into (5), the assignment probabilities of a
high level, αqp , can be restated for clarity as follows:

αqp =
∑

ϕ(k)∈Φq p (k)

⎡

⎣
∑

θ(k)∈Θ j i (k)

[
P{ϕ(k)|Zk , θ(k)}

×P{θ(k)|Zk}
]
]

. (12)

Given that the first term of (12) is defined in (11) and the
second term of (12) is expressed inside the summation of (3),
the following equation computes the resultant, αqp :

αqp =
∑

ϕ(k)∈Φq p (k)

⎡

⎣
∑

θ(k)∈Θ j i (k)

[ηγ(m (k)−|θ(k)|)

× p(z(k)|ϕ(k), θ(k))
∏

(j,i)∈θ(k)

1
N

N∑

l=1

p(zj (k)|xl
i(k))]

⎤

⎦ .

(13)

Finally, grouped targets can be tracked through (13). Because
a high level proceeds with data association only, weights wl

i(k)
for the target samples are maintained as in (4) for a low level.

Fig. 3. Low-level and high-level assignment matrix.

C. Correspondence From Low Level to High Level

It is important to define how the correspondence between a
low and high level works in an assignment matrix and for the
final desirable value αqp . The definition of the correspondence
between two levels implies p(z(k)|ϕ(k), θ(k)) of (13) itself.

Each element of the low-level assignment matrix on the left
side of Fig. 3 corresponds to a value from (3). Each element of
the high-level assignment matrix on the right side of Fig. 3 is
obtained with respect to the value from (13). The left- and right-
side matrixes correspond to joint association events Θj i(k) and
Φqp(k), respectively. To determine the link between the two,
see [27]. The row and column elements for a joint association
event are under the following conditions:

1) Set q of grouped measurements: Set q considers all pos-
sible groups that consist of n measurements within m(k)
measurements at time k. Here, n is 2 because the esti-
mated object is a human leg and is a part of a grouped
measurement. Grouped measurements are subsets of the
power set of measurements having only two elements of
set j. If the number of observed measurements is one, the
grouped measurement will be composed of one element.
Grouped measurements are candidates for matching with
a grouped target. Setting a threshold of the largest dis-
tance that two legs can have within the sampling time,
the measurements can be divided into several groups with
the threshold to remove any unnecessary matching pos-
sibilities. This lowers the entire computational cost. Set
c = {1, ..., cT } denotes a set of indices of divided mea-
surements using a threshold. This is a similar principle to
a cluster, which is explained in [2]. mc(k) represents the
number of measurements given an index in the set c of
divided measurements. m(k) is the sum of all cT divided
measurements as follows:

cT∑

c=1

mc(k) = m(k). (14)

The total number of grouped measurements regarding cT

divided measurements can be computed according to

n(q) =
cT∑

c=1
mc (k)C2 =h m(k)

if mc(k) = 1, then mc (k)C2 ≡ 1 (15)

where mc (k)C2 is a combination that gives the number
of ways of selecting two unordered results given mc(k)



344 IEEE TRANSACTIONS ON HUMAN-MACHINE SYSTEMS, VOL. 46, NO. 3, JUNE 2016

Algorithm 1 Obtain αef

Suppose that (a, b), (c, d), e, f are temporal
indices of j, i, q, p, respectively.
if j �∈ q (i.e., {a, b} �∈ e) then

αef ← 0
else if j ∈ q (i.e., {a, b} ∈ e) then

if n(p) = 2 (i.e., {c, d} ∈ f) then
αef ← 0.25(βac + βad + βbc + βbd)

else if n(p) = 1 (i.e., {c} ∈ f) then
αef ← 0.5(βac + βbc)

end if
end if
return (αef )

possibilities. We set the value of the threshold to 48.2 cm,
which was obtained experimentally.

2) Set p of grouped targets: Set p stands for grouped targets
that consist of at most n targets within NT targets at time
k. Here, n is 2, similar to the case of set q. A grouped
target has its own track in a similar manner as a target.
Thus, set p maintained up to time k is regarded as the
same person until that time. Once the targets of set i are
initiated into the grouped targets, two targets at most can
be contained in one grouped target. The fact that different
people cannot have the same leg makes the subsets of each
grouped target unable to share the same element with those
of the other grouped targets, as in the following equation:

if A and B are elements of p and A �= B,

then A ∩ B = ∅. (16)

n(p) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

NT

2
=h NT , if NT is an even number

(NT + 1)
2

=h NT , if NT is an odd number

0, otherwise.

(17)

Sets p and q are not general sets, but a family of subsets. This
is because both include at most two low-level results. Examples
of a correspondence are shown in Fig. 3.

Algorithm 1 describes how to obtain αqp with respect to the
correspondence. Here, n(p) = 2 indicates the state in which two
targets are included, and n(p) = 1 indicates when one target is
included. According to the second constraint of Section III-
A, a two target-state and one target-state can have four and
two combinations of the assignment probabilities of a low level,
respectively. This is because a grouped measurement can include
two measurements at most. For this reason, 0.25 and 0.5 are set
for each case to make the assignment probabilities of a high
level summed up to 1.

As a result, a high-level assignment matrix is obtained us-
ing sets p and q. In addition, k-best assignments can be found
through the use of Murty algorithm [23]. Data association of the
grouped target, which is a person in this paper, is completed at
time k.

Fig. 4. Hierarchical structure of track decision logic.

IV. HUMAN TRACKING

A. Decision Problem

The number of tracks for both a target and a grouped target
is changeable as the target either appears or disappears within
the sensing range. The number of tracks therefore has to be
controlled through a decision-based logic. To classify the states
of the track, the authors of [23] and [25] define track initiation,
track confirmation, and track deletion.

In this paper, the states of a low-level track and a high-level
grouped track are determined, as shown in Fig. 4. In the case
of a low level in the solid boxes, a tentative track state can be
determined as follows. If a new measurement that has yet been
matched with existing tracks is observed, this measurement is
put into a tentative track state. Next, if the track of the new
measurement survives during a certain time step, this track
changes into a confirmed track state through track initiation,
which is indicated by the solid arrows. Thus, the track is
considered to have the targets of interest. This is due to the
prevention of track activation from a false alarm clutter. On the
contrary, if a target of the corresponding track is not detected
during a certain time interval, this track alters a perished track
state through track deletion expressed by the dashed arrows.
Consequently, the track is eliminated.

Considering an initiated grouped track state shown in the
dashed box in Fig. 4, two small dashed boxes wrapping a low-
level track of a confirmed track state are contained in the large
box. This implies that a grouped track can be initiated when a
single track enters a confirmed track state. Furthermore, when
two low-level tracks of tentative track states within a thresh-
old of the gap between two legs become confirmed track states,
a grouped track having two low-level tracks can also be acti-
vated instantly. If a new confirmed low-level track lies within
a threshold of the existing grouped track that was already ac-
tivated using the one low-level track, it can be included in this
existing grouped track.

Unlike an initiated grouped track state, a perished grouped
track state consists of a dashed box without additional boxes.
This is because a grouped track is not deleted when one con-
tained low-level track is deleted, but only deleted when two
contained low-level tracks are both deleted. In this sense, a
grouped track can include at most two tracks at a low level.

B. State Prediction

Prior work on extracting human legs for tracking assumes
that both legs of a person are detected [28], [29]. Sometimes
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Fig. 5. Coordinate systems for a target and robot with respect to global
coordinates.

both legs cannot be extracted such as when one leg is occluded
by the other, or when detection failure, clutter or false alarms
take place. Our methods require a human leg to be tracked and
estimated as a target, and therefore, extracting both legs of the
person is not necessary. A motion model for each leg thereby
enables a state prediction.

The authors of [30] and [31] point out that modeling the hu-
man walking motion is a challenging task as it is neither simple
linear nor Brownian motion. We assume that the target gait is
composed of either a straight or turning motion in a 2-D plane.
To consider both motions together, we not only adopted the
parameters of the nearly constant speed horizontal turn model,
described in [23] and [32], but also took into account the term of
accelerations for both motions to include the changes in veloc-
ity. Fig. 5 represents the coordinates of a leg target with respect
to the robot and global coordinates. The following equation
computes the state variables of a target at time step k:

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

x(k)

y(k)

φ(k)

v(k)

w(k)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

x(k − 1)

y(k − 1)

φ(k − 1)

0

0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

v(k − 1)Δt cos(φ(k − 1))

v(k − 1)Δt sin(φ(k − 1))

w(k − 1)Δt

v(k − 1)

w(k − 1)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
2
Δt2 cos(φ(k − 1)) 0

1
2
Δt2 sin(φ(k − 1)) 0

0
1
2
Δt2

Δt 0

0 Δt

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

[
at(k − 1)

ar (k − 1)

]

+ ε(k − 1)

(18)

Fig. 6. Raw laser points and leg position while walking. (a) Straight motion.
(b) Turning motion.

Algorithm 2 Determination of the leg phase
N ← The number of detected targets
for i ← 1 to N do

D(k) ← ‖xi(k) − xi(k − 1)‖
if D < threshD then

(threshD : possible leg motion region when
a foot is on the ground)
LegPhasei() ← StancePhase()
(at)t , (ar )i ← 0
((at)i : at of target i, (ar )i : ar of target i)

else
V(k) ← (vi(k) − vi(k − 1)),
W(k) ← (wi(k) − wi(k − 1))
if V > 0 then

LegPhasei() ← AccelSwingPhase()
(at)i ← (V(k) − V(k − 1))/Δt
(Δt : one time step)
(ar )i ← (W(k) − W(k − 1))/Δt

else
LegPhasei() ← DecelSwingPhase()
(at)i ← (V(k) − V(k − 1))/Δt,
(ar )i ← (W(k) − W(k − 1))/Δt

end if
end if

end for
return ((at)i , (ar )i)

where x(k − 1), y(k − 1), φ(k − 1), v(k − 1), and w(k − 1)
denote the x and y positions, heading angle, velocity, and an-
gular velocity at time k − 1, respectively. In addition, Δt repre-
sents the sampling time. at(k − 1) and ar (k − 1) indicate the
translational and rotational accelerations, respectively. ε(k − 1)
is the process noise term. We must obtain the values of at(k − 1)
and ar (k − 1) at each time step to proceed with the state pre-
diction for the samples of the corresponding target. The term
ε(k − 1) should not be set too small to avoid sample degeneracy
[33].

As shown in Fig. 6, there are two phases to a human gait
[34], [35]. In the stance phase, a leg is connected to the ground
and does not move very much. In the swing phase, the leg is
detached from the ground and is accelerating or decelerating.
Swing phase can appear in both straight and turning walking
gaits.

In Algorithm 2, to acquire at(k) and ar (k), a leg phase is
separated into three phases: stance, acceleration swing, and de-
celeration swing. at(k) and ar (k) are obtained from the target’s
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Fig. 7. Robot surrounded by four people.

motion from the previous time step, which is used by the motion
model to predict the position of the target for the next time step.

V. HUMAN-FOLLOWING EVALUATION

A. Experimental Setup

We implemented the proposed HSJPDAF and applied the
human-following function to a two-wheeled differential mobile
robot, a Pioneer 3 DX. A Sick LMS200 LRF was mounted onto
the mobile robot to detect the human legs. We set our LRF to an
angular resolution of 1 for a field of view of 180. The sensing
frequency was 5 Hz, and the LRF was placed at a height of 28
cm above the ground.

First, the human target was selected and found among the ini-
tially extracted legs using HSJPDAF. We employed the human-
following method for the mobile robot from [20] and [36]. The
motion controller in [20] was inspired by [37] and [38]. The par-
ticle filter for each target has 1000 samples, and the total number
of samples is represented by N . The false alarm probability γ
was set to 0.1 as in [6]. For the purpose of the human-following
method, the perceptual range of the sensor was up to 1.8 m hor-
izontally. Since detection performance is highly sensitive to the
resolution of the sensor data, we limited the perceptual range of
the sensor.

B. Hierarchical Sample-Based Joint Probabilistic Data
Association Filter

The populated environment, in which a mobile robot is closely
surrounded by four people, appears in Fig. 7.

Fig. 8 describes the results of the proposed method at a cer-
tain time step in the environment shown in Fig. 7. Fig. 8(a)–(d)
is plotted at the same time step and indicates the sequential
process of HSJPDAF. Fig. 8(a) indicates the measurements that
correspond to the legs obtained from the sensor model accord-
ing to [20]. Fig. 8(b) shows the results of SJPDAF, where each
different color indicates a different target being tracked. Approx-
imately 1000 samples are used for representing the distribution
of the target position. Fig. 8(a) and (b) shows the results of the

Fig. 8. Process of HSJPDAF. (a) Measurement data obtained from the sensor
model. (b) Results of SJPDAF with its targets. (c) Results of creating set q of
grouped measurements. (d) Results of HSJPDAF with its grouped targets.

Fig. 9. Closely spaced environment. (a) Four people walking along a prede-
fined path. (b) Schematic diagram.

leg estimation at a low level. The assignment probabilities of
a low level, βji , can be computed. In Fig. 8(b), the validation
gate for each target is formed based on the squared normalized
innovation between the measurement and target, according to
[39].

Fig. 8(c) shows set q of grouped measurements at a high level.
Set q is used to match the candidate to the grouped targets to
determine the human positions using low-level information. We
assumed a threshold of the possible width between two legs with
respect to the sensing frequency. Two measurements within the
set threshold from each other are thus paired into grouped mea-
surements. In total, ten grouped measurements were obtained
under this scenario.

Fig. 8(d) shows that the grouped targets of the current time
step can be found using the constructed assignment matrix and
Murty algorithm. The assignment matrix that consists of the
assignment probabilities at a high level, αqp , can be formed
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Fig. 10. Trajectories of targets and grouped targets. (a) Accumulated raw laser data. (b) Results of SJPDAF. (c) Results of the proposed HSJPDAF.

regarding the grouped measurements with the grouped targets
of the previous time step. “+” marks for the grouped targets
show that the positions of the four individuals were detected
correctly, as shown in Fig. 7. In this manner, we can obtain their
positions at each time step using the interdependence of their
legs through HSJPDAF.

C. Comparison of Hierarchical Sample-Based Joint
Probabilistic Data Association Filter With Sample-Based
Joint Probabilistic Data Association Filter

The performance of SJPDAF and HSJPDAF were compared
in a closely spaced environment. Three people walked along a
predetermined path in the vicinity of the target person, as shown
in Fig. 9.

It is difficult to obtain the actual ground truth of a person
walking, and we therefore produced the path manually. The path
consists of straight and turning sections, as shown in Fig. 9(a). A
distance of 45 cm was initially set between two individuals. We
assumed the ground truth based on the path with 10 cm intervals
from side to side. The errors were computed from the normal
distance to the base line. The mean error of the experiment was
8 cm during 80 time steps. However, this error is not critical
to the following performance because it is not large enough to
cause confusion about the persons being tracked while carrying
out the human-following function.

From the same results obtained from the experiment shown
in Fig. 9, the accumulated raw laser data show the footprints
of people walking and are provided in Fig. 10(a). Fig. 10(b)
and (c) shows the results of the conventional SJPDAF and the
results of the proposed HSJPDAF, respectively. Both results
show trajectories of low-level targets and high-level grouped
targets. The same tracks from the experiment are marked with
the same color and mark in the figures. For the purpose of clarity,
all targets that are plotted in the figures are obtained every
five time steps. As shown in Fig. 10(b), each distinctive target
is not consistently maintained and changes frequently. Forty-
eight of the total 640 time steps were changed, which shows
its instability in a cluttered environment. This result shows the
difficulty in maintaining the target tracks due to confusion with
the neighboring tracks.

Fig. 11. Comparison of the estimated number of persons.

In Fig. 10(c), each grouped target was maintained from the
start to the end points. Even though one of the low-level tar-
gets within the grouped target was lost, HSJPDAF was able to
track the grouped target using another low-level target. How-
ever, HSJPDAF could also fail to track a grouped target when
a failure in the tracking of both low-level targets occurs at the
same time step, as shown in the upper left corner. As the dissi-
pation of two low-level targets at the same time step was rare,
the failure cases for a single target were compensated from the
view point of a grouped target. This result shows that the pro-
posed HSJPDAF is more effective when the targets are closely
gathered together.

Fig. 11 shows the number of estimated persons using the con-
ventional SJPDAF and the proposed HSJPDAF. The SJPDAF
method uses the nearest-neighbor decision rule for determining
the human positions by grouping two legs. HSJPDAF deter-
mines the human positions based on the interdependence of the
targets. Since there were four people, it is desirable to maintain
four targets during the experiment in Fig. 11. Fig 11 shows
that the proposed HSJPDAF outperformed the conventional
SJPDAF during the test. Furthermore, our technique is more
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Fig. 12. Human-following at WIS. (a) Other person occlusion case. (b) Cluttered case with six people. (c) Positions using HSJPDAF.

robust than the conventional method in dealing with a track
coalescence, which is a well-known problem in JPDAF, and a
failure in the observation measurements. The reason is that the
proposed method is capable of considering two auxiliary targets
for the goal of tracking a grouped target.

Both SJPDAF and HSJPDAF suffer from exponential com-
plexity when increasing the number of tracked targets. Similar
to [6] and [40], the computational cost can be reduced as the
sensor’s local field of view can only contain a few targets, and
different targets are tracked independently by using individ-
ual particle filters. In Fig. 9 where there were eight low-level
targets being tracked, the average frequency of SJPDAF and
that of HSJPDAF were 24.4 and 14.9 Hz, respectively. While
the proposed technique requires more computational resources
due to additional high-level process computations, the requisite
frequency is still higher than the sensing frequency, which is
admissible for real-time implementation.

D. Human-Following in a Real-World Environment

Fig. 12 shows results of human-following at World IT Show
(WIS). Different colored marks indicate the different positions
of humans using HSJPDAF, and the red line with white arrows
indicates the movement of a target person. A total of 1200 time
steps, which continued for 240 s, were used to accumulate the
data, and the average walking speed of the user was 0.53 m/s.
Fig. 12(a) shows the occlusion situation. We initially set out to
dissipate the track when the samples for the target did not appear
for more than eight time steps sequentially, and therefore, a short
period occlusion could be handled. A similar period occlusion
could also be overcome in our previous research [20]; however,
working in a crowded place induces the tracking failure due to
the difficulty in dealing with the data association.

Overall, in the low-level case corresponding to the general
SJPDAF, the ID of targets of interest was misidentified by others
for 107 time steps out of total 1200 time steps. The high-level
case, on the other hand, did not have a tracking failure of the

user under this particular scenario even though a trace of the
user was sometimes biased because one low-level target was
missed. The red line shows that the target person was not lost
during the test, and thus, our method is robust in a real-world
environment. A video of experimental results in Fig. 12 can be
found at the following URL: https://youtu.be/CjUWeuvQ5lQ.

VI. CONCLUSION

In this paper, we have addressed a novel human-tracking
technique with a mobile robot using HSJPDAF. Our proposed
method strengthens the existing alternatives in the manner of
hierarchical consideration of targets of interest.

The proposed HSJPDAF consists of two levels. The low level
is for the process of estimation and the high level is for the
process of data association. The information on a person, which
is a grouped target, can be obtained based on the estimated in-
formation of the targets with respect to their legs. The proposed
scheme allows legs to be grouped based on a probabilistic ap-
proach. Moreover, a simple motion model can be implemented
because a target is considered to be a leg, not two legs. Various
experiments are carried out to verify that our proposed tech-
nique shows a better performance than the conventional scheme
depending on merely a single tracking in a highly populated
environment.
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